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Abstract
Rationale Given that many patients being treated for opioid-use disorder continue to use drugs, identifying clusters of patients
who share similar patterns of use might provide insight into the disorder, the processes that affect it, and ways that treatment can
be personalized.
Objectives and methods We applied hierarchical clustering to identify patterns of opioid and cocaine use in 309 participants
being treated with methadone or buprenorphine (in a buprenorphine–naloxone formulation) for up to 16 weeks. A smartphone
app was used to assess stress and craving at three random times per day over the course of the study.
Results Five basic patterns of use were identified: frequent opioid use, frequent cocaine use, frequent dual use (opioids and
cocaine), sporadic use, and infrequent use. These patterns were differentially associated with medication (methadone vs.
buprenorphine), race, age, drug-use history, drug-related problems prior to the study, stress-coping strategies, specific triggers
of use events, and levels of cue exposure, craving, and negative mood. Craving tended to increase before use in all except those
who used sporadically. Craving was sharply higher during the 90 min following moderate-to-severe stress in those with frequent
use, but only moderately higher in those with infrequent or sporadic use.
Conclusions People who share similar patterns of drug-use during treatment also tend to share similarities with respect to
psychological processes that surround instances of use, such as stress-induced craving. Cluster analysis combined with
smartphone-based experience sampling provides an effective strategy for studying how drug use is related to personal and
environmental factors.
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Introduction

The terms abstinence and relapse represent extremes in the
possible outcomes that occur during treatment for substance
use disorder. However, most patients fall somewhere between
these extremes, and many benefit from treatment without

becoming abstinent (Kiluk et al. 2017; Roos et al. 2019). In
our experience treating patients with opioid and cocaine use
disorders, a range of drug-use patterns emerge during treat-
ment, with some people using frequently, some becoming
abstinent, and others using infrequently or sporadically. We
recently suggested that patterns such as these can be formally
identified and used as an outcome measure for clinical trials of
treatments for substance-use disorder (Panlilio et al. 2020).
Specifically, we showed that unsupervised machine learning
techniques (Hastie et al. 2017; James et al. 2013) can be used
to identify clusters of people who share similar patterns of use,
and that some of these non-abstinence patterns are associated
with desirable outcomes, such as reductions in drug craving
and other symptoms of substance use disorder.
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In our previous report (Panlilio et al. 2020), we focused on
methodology and practical applications for this clustering ap-
proach, using cluster membership as an outcome measure for
assessing the effects of randomized experimental interven-
tions. As we briefly mentioned in that paper but have not
described in detail prior to the present paper, we originally
developed this approach using a different set of data that were
obtained from people being treated with methadone or
buprenorphine in a series of natural-history studies that were
conducted to gain insight into how stress and craving influ-
ence drug use. The present paper describes those original
analyses, which focus on characteristic differences between
clusters of people with specific patterns of drug use.

In addition to sequences of drug test results, the natural-
history data analyzed here included baseline assessments
(self-reported drug use, drug-related problems, exposure to
emotional abuse, and strategies for coping with stress, all prior
to joining the study), as well as smartphone-based ecological
momentary assessment (EMA), which can provide a richly de-
tailed sample of the person's experiences in daily life (Bolger
and Laurenceau 2013; Lukasiewicz et al. 2007; Shiffman et al.
2008). For each participant, we had extensive EMA data over
the course of the study, encompassing up to 16 weeks during
treatment for opioid-use disorder. These data allowed us to
assess momentary levels of stress, drug-cue exposure, and drug
craving, as well as self-reports of what precipitated specific
drug-use events and how the person felt afterward.
Momentary levels of stress and craving tend to be positively
correlated (Moran et al. 2018; Preston and Epstein 2011;
Preston et al. 2017, 2018b), and craving often precedes drug
use (Preston and Epstein 2011; Preston et al. 2009, 2018a).
However, we suspect that these relationships vary considerably
between individuals and contribute to differences in patterns of
drug use. Therefore, we expect that the clusters we identify
based strictly on the temporal pattern of drug use will also differ
with respect to relationships between stress, craving, and use. If
so, this would provide external validation for the clusters and
demonstrate the utility of the clustering approach.

Our overarching goal in the present paper is to complement
and externally validate our clustering results by examining the
demographic and psychosocial characteristics associated with
cluster membership, with a focus on stress and craving (which
the studies were designed to track). Specific goals include
determining how drug-use clusters differ with respect to (1)
age, sex, race, and treatment medication; (2) mental-health
and drug-related problems prior to starting treatment; (3) what
kinds of strategies they generally describe themselves as using
to deal with stress; (4) average levels of craving, stress, cue
exposure, positive mood, and negative mood; (5) how they
feel after a drug-use event; (6) what they report as triggers of
use; (7) whether they experience craving prior to use events;
and (8) how much and how long they experience craving as a
reaction to stress.

Methods

Participants

All participants (N = 309) were treated with opioid agonist
medication throughout the study, with 51% receiving metha-
done and 49% receiving buprenorphine–naloxone (which for
brevity we will refer to as buprenorphine). A majority of par-
ticipants were male (78%). Most participants self-identified as
African American (64%) or white (34%), with the remainder
identifying as Asian or more than one race. The mean age was
48 years (SEM = 0.6). Participants were recruited through
advertisements in a variety of newspapers that are read by both
sexes and all ethnicities. All participants made regular visits to
our Archway research clinic in Baltimore, Maryland, to pro-
vide urine samples for drug testing and to maintain the
smartphones that we provided for EMA data collection.
Eligibility criteria were age 18–75 years, physical dependence
on opioids, and residence in or near Baltimore city. Exclusion
criteria were any DSM-IV psychotic disorder, history of bipo-
lar disorder, current major depressive disorder, current DSM-
IV dependence on alcohol or sedative-hypnotics, cognitive
impairment severe enough to preclude informed consent or
valid self-report, or medical illness that would compromise
participation.

Study design and procedures

All data were obtained as part of an intensive longitudinal
study (Bolger and Laurenceau 2013; Ginexi et al. 2014) that
used a natural-history design to assess relationships between
stress, drug craving, and drug use during outpatient treatment
for opioid use disorder (National Clinical Trial Identifier
NTC-00787423). Enrollment ran from July 2009 through
April 2018. Other findings from the present study have been
reported previously (Furnari et al. 2015; Moran et al. 2018;
Panlilio et al. 2019; Preston et al. 2017, 2018a, b, c). The
present paper describes a secondary analysis that includes all
participants from the previous reports, plus additional partici-
pants who completed the study more recently or who were
enrolled in an arm of the study that received buprenorphine
or methadone treatment in the community (Treatment
Elsewhere arm), whose data were not analyzed previously.
Ethical approval for the study was granted by The NIH
Addictions Institutional Review Board, and all participants
provided informed consent.

The study as a whole was conducted in three closely relat-
ed, temporally overlapping arms that shared most procedures
but differed with respect to the number of urine samples per
week, study duration, medication provider, and the size of
incentives given for compliance with study requirements.
Participants in the Methadone-Buprenorphine arm (MTD-
BUP; n = 194; conducted July 2009 through October 2015)
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received medication from Archway and provided urine sam-
ples three times per week (Moran et al. 2018; Preston et al.
2017, 2018b). Participants in the Office-Based Opiate
Treatment arm (OBOT; n = 47; conducted February 2016
through September 2017) received medication from
Archway and provided urine samples two times per week.
Participants in the Treatment Elsewhere arm (TE; n = 68;
conducted April 2016 through September 2017) received their
medication at various community clinics in or near Baltimore
and provided urine samples at Archway three times per week.
All participants were offered counseling for opioid use disor-
der at Archway. Data were analyzed from the maintenance
phase of the study, which was scheduled to last 16 weeks
for MTD-BUP and OBOT and 8 weeks for TE.
Maintenance started after 2 weeks of induction in the MTD-
BUP and OBOT arms. Participants in the TE arm were al-
ready in the maintenance phase of treatment before joining
our study.

In the TE arm, each par t ic ipant ' s medica t ion
(buprenorphine or methadone) had been initiated at an offsite
treatment provider prior to joining our study. In the other
arms, the medication was determined by the participant's pref-
erence, the clinical judgment of the study physician, and also
by what was being offered by Archway at the time of the
individual's enrollment (for details, see Panlilio et al. 2019).
Medication doses were optimized for each participant to min-
imize withdrawal symptoms and reduce illicit opioid use with-
out causing intolerable side effects. Contingency management
was used to encourage abstinence from opioids and cocaine
and to enhance compliance with EMA reporting. Incentive
values for contingency management varied somewhat across
study arms and enrollment dates, ranging from $5 to $10 per
visit if urine samples were negative and consistent with self-
reports (EMA), but with a smaller incentive ($3–6 per visit) if
samples were positive and consistent with self-reports, and no
incentive if samples were positive but not reported. An addi-
tional $10–30 was given for completing at least 82% of ran-
domly prompted reports within the week. Maximum compen-
sation was $25 per week for MTD-BUP and $50 per week for
OBOT and TE.

Data collection

At the beginning of the study, each participant completed the
COPE inventory (Carver et al. 1989; Hassanbeigi et al. 2013),
which assesses the use of 15 strategies for coping with stress
(positive reinterpretation and growth, mental disengagement,
focus on and venting of emotions, use of instrumental social
support, active coping, denial, religious coping, humor, be-
havioral disengagement, restraint, use of emotional social sup-
port, acceptance, planning, suppression of competing activi-
ties, substance use). They also completed version 5 of the
Addiction Severity Index (ASI) (McLellan et al. 1985) in a

semi-structured interview that gathered information about the
individual’s history of drug use and psychological/emotional
problems (e.g., depression, anxiety, thoughts of suicide) that
were “not a direct result of drug/alcohol use.”

Urine samples were tested for recent use of opioids (opi-
ates, oxycodone, non-prescribed use of methadone or
buprenorphine), cocaine, cannabis, amphetamines, barbitu-
rates, benzodiazepines, methadone, and buprenorphine, but
opioids and cocaine use were by far the most prevalent type
of positive result and are the focus of this analysis. Maximum
post-use detection times for these tests are approximately 2–4
days for cocaine, 2–3 days for opiates, and 1–2 days for oxy-
codone. We did not test for fentanyl, which was increasingly
used in Maryland as an additive to heroin during the last few
years of the study (Maryland Department of Health 2018).

Each participant was issued a smartphone and trained to
use our custom-made app for four kinds of EMA reports: (1)
randomly prompted reports; (2) participant-initiated reports of
drug use (Furnari et al. 2015); (3) participant-initiated reports
of more-than-usual stress (Preston et al. 2017); (4) scheduled
end-of-day reports (Preston et al. 2018).

Random prompts were scheduled three times per day (dur-
ing each participant's normal waking hours) to assess mood,
drug-cue exposure, stress, and craving at the time of the
prompt. Mood was assessed with ratings for each of 24 adjec-
tives, which were converted into two composite scores for
analysis: positive mood and negative mood (Epstein et al.
2014). Cue exposure was defined as seeing drugs, seeing
someone selling drugs, or being offered drugs within the last
5 min or since arriving at the current location. Heroin craving,
cocaine craving, and stress were each rated on a Likert scale (1
= not at all; 2 = a little; 3 = moderate; 4 = a lot; 5 = extreme).
Randomly prompted EMA reports also included some other
information that was not analyzed for the present paper, in-
cluding who the participant was with and what they were
doing at the time of the report. The mean (± SEM) number
of randomly prompted EMA reports completed per participant
in each arm was 269.2 ± 3.7 (MTD-BUP), 297.3 ± 5.8
(OBOT), and 150.9 ± 3.9 (TE). Out of the three random
prompts that were programmed each day, the mean ± SEM
number of completed reports per participant per day was 2.37
± 0.04 (MTD-BUP), 2.58 ± 0.05 (OBOT), and 2.73 ± 0.07
(TE). The mean (± SEM) number of end-of day EMA reports
completed per participant in each arm was 81.5 ± 1.6 (MTD-
BUP), 94.0 ± 2.3 (OBOT), and 47.7 ± 1.3 (TE); per day, these
were 0.72 ± 0.01 (MTD-BUP), 0.82 ± 0.02 (OBOT), and 0.86
± 0.02 (TE).

Participant-initiated reports of drug use included informa-
tion about how the event was triggered. In response to the
question "What reasons do you think were important for using
this time?," a participant could select all that applied from the
following list: boredom, being asked to use, being asked to
“cop” (buy drugs) for someone else, routine, feeling sick,
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stress, anger/frustration, anxiety/fear, seeing something/
someone that reminded them of using (cues), wanting to feel
good, and wanting to see what would happen. Participant-
initiated reports of drug use also included self-ratings of how
much the person enjoyed the use and how guilty they felt
afterwards. Drug use that had not been recorded in
participant-initiated reports could be recorded in a randomly
prompted report (if it occurred "Within 5 minutes of the beep/
Since you got to your present location") or in the end-of-day
report (in response to the question, “Did you use any drugs at
all today without reporting it?”), but only participant-initiated
drug reports provided specific times of use and information
about triggers and feelings of enjoyment and guilt. End-of-day
reports also included some other information that was not
analyzed for the present paper, including hassles experienced
during the day, sexual behavior, and the amount and quality of
sleep in the previous night. The mean (± SEM) number of
participant-initiated reports of drug use in the three armswere
20.1 ± 1.7 (MTD-BUP), 18.4 ± 2.1 (OBOT), and 23.6 ± 4.0
(TE) per participant; per day, these were 0.18 ± 0.01, 0.16 ±
0.02, and 0.45 ± 0.07, respectively.

In each randomly prompted report and in each end-of-day
report, participants were asked to report any drug use that had
not yet been reported. The mean (± SEM) number of random-
ly prompted reports per participant that included otherwise-
unreported drug use in each arm of the study was 10.9 ±
1.7 (MTD-BUP), 11.1 ± 2.6 (OBOT), and 20.2 ± 3.7 (TE)
per participant; per day, these were 0.09 ± 0.01, 0.1 ± .0.02,
and 0.37 ± 0.01. The mean (± SEM) number of end-of-day
reports that included otherwise-unreported drug use were 4.9
± 0.6 (MTD-BUP), 4.6 ± 1.2 (OBOT), and 4.2 ± 1.1 (TE) per
participant; per day, these were 0.04 ± 0.01, 0.04 ± 0.01, and
0.08 ± 0.02. Mean percentage agreement (± SEM) between
use reported in EMA (whether through participant-initiated
reports of drug use, randomly prompted reports, or end-of-
day reports) and the results from the next urine sample were
83.9 ± 0.01 (MTD-BUP), 84.2 ± 0.03 (OBOT), and 84.8 ±
0.02 (TE).

Statistical analysis

Clustering. A sequence of urinalysis results was obtained
from each participant. For each test, five kinds of results were
possible: positive only for opioids, positive only for cocaine,
positive for both opioids and cocaine (dual use), negative for
both opioids and cocaine, or missing. Participants who were
missing 20% or more of their scheduled urinalysis results
were excluded from hierarchical clustering, but were desig-
nated a priori as a cluster for other analyses. This Dropout
cluster included all participants who left the study voluntarily
or were expelled due to non-compliance, as described and
analyzed earlier (Panlilio et al. 2019), plus two participants
who were not expelled but had intermittently missing data that

exceeded 20%. For all other participants, urinalysis sequences
were clustered using agglomerative hierarchical clustering
with the Ward method (Maechler et al. 2018) using distance
scores determined by an optimal-matching algorithm that
takes sequential patterns into account (Gabadinho et al.
2011; Studer and Ritschard 2016), as opposed to matching
based only on ordinal position (i.e., test number). For test
results prior to the last observation in a sequence, missing
points are treated as belonging to the “missing” category;
any missing points after the last observation are ignored. We
previously showed that this clustering procedure is sensitive to
changes in drug use during treatment with methadone com-
bined with contingency management (Panlilio et al. 2020).
Since the three arms of the present study differed in their
frequencies of drug testing and in their study durations, clus-
tering was applied to each arm separately. Clustering tech-
niques require judgment by the investigator regarding how
fine the distinctions should be between clusters (Hastie et al.
2017; Hennig 2015; Milligan and Cooper 1987). In other
words, the investigator must choose the number of divisions
that makes the most sense for the task at hand, based on inter-
pretability of the clusters (in the sense that a pattern can be
recognized visually and described verbally), consistency of
patterns within clusters, and distinctness of patterns between
clusters. We chose the number of clusters for each arm of the
study based on visual inspection of the dendrograms and
heatmaps (shown in the Supplementary material), prior to
conducting any of the analyses of cluster characteristics de-
scribed below. Because the results from each of the three arms
were well described by five prototypical cluster types, these
clusters were combined across arms for the following
analyses.

Characteristics of the clusters (including average EMA
data, triggers and consequences of drug use, and coping
strategies). After the clusters were identified, demographic
data, questionnaire data from the ASI and COPE, and EMA
data were analyzed to further characterize the clusters.
Numeric variables were compared between clusters using
ANOVA or multilevel modeling, followed by paired compar-
isons with familywise error controlled using the Holm proce-
dure. For numeric variables, effect sizes are reported as reffect
(Rosnow and Rosenthal 1996; Rosnow et al. 2000). Non-
numeric variables were analyzed with χ2 tests of indepen-
dence, assessing effect size with Cramer's V (with 0.3 consid-
ered a medium effect and 0.5 considered a large effect).
Opioid and cocaine craving were combined for analysis, and
opioid cues and cocaine cues were also combined; these com-
bined measures and the positive and negative mood scores
were each expressed as the mean of their components to main-
tain comparability with the original Likert scale (1–5), with a
score of 5 for the combined craving measure representing
maximal craving for opioids and cocaine at the same time.
To simplify analysis of EMA and coping-strategy data,
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clusters with high levels of drug use were combined across
drug classes; that is, high-use opioid, high-use cocaine, and
high-use dual clusters were combined into a single “High-
Use” cluster. The variability of EMA responses from random-
ly prompted reports was quantified as root mean square of
successive deviations (rMSSD; the average amount of change
between successive measures, with higher values indicating
more instability) and analyzed with ANOVA. The 15 catego-
ries of coping styles in the COPE inventory (each with a score
from 0 to 16, with higher scores indicating endorsement of
more items in the category) were analyzed using a multilevel
linear regression (with random intercepts and common slopes
for participants since there was only one observation per strat-
egy per person).

Craving prior to drug use. Multilevel logistic regression
(generalized linear mixed modeling) was conducted to ana-
lyze differences between the clusters in whether craving was
experienced prior to use of opioids and/or cocaine. The gen-
eral approach used in this analysis was applied earlier to ana-
lyze craving and other EMA variables prior to drug use in
unclustered samples (Epstein et al. 2009; Preston and
Epstein 2011; Preston et al. 2009, 2018a). The period prior
to use is of particular interest because post-use ratings could
be influenced by direct effects of cocaine and heroin. This
logistic regression modeled the presence versus absence of
craving in randomly prompted EMA reports obtained during
the 24-h period prior to drug events that occurred at least 24 h
since previous use. To conduct this analysis, it was necessary
to define periods of non-use for each participant, and to ex-
clude from analysis any periods when use versus non-use was
ambiguous. Time of use was specified in each participant-
initiated report, but time of use was ambiguous in randomly
prompted reports and end-of-day reports (which asked wheth-
er any unreported use had occurred). Therefore, to restrict the
analysis to periods in which at least 24 h of non-use pre-
ceded a use event, craving data were included in the anal-
ysis if they were obtained at least 24 h since any report of
use and no more than 24 h prior to the specific time indi-
cated in a participant-initiated report of use. For periods
where use was reported in randomly prompted or end-of-
day EMA (i.e., without a specific time), the period of non-
use was calculated as if use had occurred at the time the
report was completed. Thus, time since use was conserva-
tively defined to avoid mislabeling periods of actual use as
non-use, but possibly excluding some actual periods of
non-use. There were 102 High-Use, 25 Sporadic, and 26
Negative participants who reported drug-use events that
met this criterion. Craving had a prominent mode at the
lowest level (i.e., in most EMA reports, participants did
not report any craving), so for this analysis, craving was
dichotomized as 1 (“not at all”) versus anything greater
than 1, then modeled as a function of cluster, time until
the use event, and their interaction. Information-criterion

fit statistics for this multilevel logistic model supported
using random intercepts with common slopes for
participants.

Stress–craving reactivity. Time-varying effects modeling
(TVEM) (Lanza et al. 2014; Tan et al. 2012) was used to
explore within-day, time-lagged association between stress
and craving. TVEM allows the association between variables
to be modeled continuously across time without imposing
parametric assumptions about the nature of the association
(e.g., linear or quadratic). This approach is well suited for
studying the timecourse of effects when the values are mea-
sured at random points in time. Our analyses were adapted
from the procedure used by Shiyko et al. (2014) to test the
association between negative affect and subsequent urge to
smoke tobacco. In our model, time is defined as the lag be-
tween consecutive randomly prompted EMA reports, so the
time-varying intercept and slope provide a model of the crav-
ing level in the current report as a function of the stress level in
the previous report. TVEM (using the B-spline method) was
applied separately to data from the High-Use cluster, Sporadic
cluster, and Negative (i.e., low-use) cluster. Based on the pro-
cedure of Shiyko et al. (2014), the maximum lag was set to 7
h. Only lags occurring within the participant's normal waking
hours were included. Time of drug use was not included as
part of the TVEMmodel, which only assessed the relationship
between stress and craving. Participants who never reported
stress or craving (i.e., whose ratings were never higher than
“not at all”) were excluded from this analysis. There were 98
High-Use, 25 Sporadic, and 71 Negative participants who had
lagged data that met criteria for this analysis. The relative
model fit of each TVEM was tested by fitting different com-
binations of knots ranging from 1 to 6 for the intercept and
slope, and then comparing them based on Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC).
The knots represent splitting points in the coefficient func-
tions, where more knots reflect greater complexity in time-
varying change. In all models, the best fit was obtained with
one knot for intercept and one knot for slope.

All analyses except TVEM were conducted with R soft-
ware (R Core Team 2018), including the packages
"TraMineR" (Gabadinho et al. 2011) for optimal matching,
"cluster" (Maechler et al. 2018) for hierarchical clustering,
"ggplot2" (Wickham 2009) for heatmaps, and "lme4" (Bates
et al. 2015) with "car" (Fox andWeisberg 2019) for multilevel
linear and logistic regression. TVEMwas conducted using the
"SAS %TVEM" macro (Li et al. 2017).

The F and χ2 values reported in the “Results” section de-
scribe omnibus tests, and reffect refers to paired comparisons. P
values are described as significant if p < 0.05 and marginal if
0.05 < p < 0.1. Since cluster analysis of these data was not
planned when the studies were originally designed, we are
using p values in an exploratory context (Gaus 2015; Rubin
2017). Accordingly, we do not interpret the p values in the
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increasingly challenged sense that they mark the presence or
absence of a finding (Wasserstein and Lazar 2016); instead,
we use them as a graded, imperfect guide to determining how
our findings might be prioritized for further study. Although
we conducted many analyses, they all focus on characteristics
of the clusters related to drug use (especially the role of stress
and craving); we conducted the analyses as described, and we
are reporting the results in full.

Results

Identification of the clusters

The selected clustering solution divided the urinalysis se-
quences (Fig. 1) into five naturally interpretable categories
that have face validity for classifying treatment outcomes:
(1) mostly negative; (2) mostly positive for opioids; (3) mostly
positive for cocaine; (4) mostly positive for dual use; (5) spo-
radically positive for one or both drugs. With four types of
outcome (opioid, cocaine, both, and negative), it is natural to
first consider a four-cluster solution, with one cluster corre-
sponding to each type of outcome (such as we reported earlier
with a completely different set of data; Panlilio et al. 2020).
However, in the present analysis, it was necessary to include a
Sporadic cluster because certain clusters were not internally
consistent otherwise (see Supplemental material, Figs. S2–
S4). Specifically, with a four-cluster solution instead of the
five-cluster solution that we selected, the participants with
sporadic patterns were similar to each other but different from
the rest of the other participants they were grouped with; in the
four-cluster solution, the participants with sporadic patterns
were grouped together with the Cocaine cluster for the
MTD-BUP arm, the Negative cluster for the OBOT arm,
and the Dual-Use cluster for the TE arm.

With five clusters, the results were similar across all three
arms of the study, with high consistency within clusters and
high distinctness between clusters. However, as can happen in
unsupervised machine learning procedures (in which the clus-
ters are not predefined and boundaries are fuzzy), some cases
were ambiguous. Two participants from the shorter-duration
arm of the study (TE) were classified as being in the Sporadic
cluster despite having only drug-positive results, probably be-
cause the sequences in this arm contain less information (few-
er observations) per participant, and both of these participants
were missing three consecutive samples. Considering the oth-
erwise consistent results across all arms, to maintain interpret-
ability of the Sporadic cluster, these two participants were
included with the Dual-Use cluster for subsequent analyses
of cluster characteristics. Combined across all 309 participants
from all three arms of the study (including the 27.7% of par-
ticipants who were Dropouts), 30.0% of participants were in
the Negative cluster, 8.1% were in the Sporadic cluster, and

the rest were split between the three high-use clusters (12.7%
Opioid, 10.1%Cocaine, 11.4%Dual). Visual inspection of the
urinalysis results (Fig. 1, lower panels) suggests that the
Dropout category had relatively few participants with mostly
negative results. In the OBOT arm, which unlike the other
arms did not include participants treated with methadone,
the Dropout category also had a relatively large number of
participants whose tests were mostly positive for opioids only.

General characteristics of the clusters

The number of participants receiving methadone treatment
was disproportionately high in the Cocaine cluster and dispro-
portionately low in the Opioid cluster (Fig. 2a; χ2

5 = 29.8, p <
0.0001; Cramer V1 = 0.31). The number of African-American
participants was disproportionately high in the Cocaine and
Dual-Use clusters and disproportionately low in the Dropout
cluster (Fig. 2b; χ2

5 = 27.3, p < 0.0001; Cramer V1 = 0.3).
None of the clusters differed significantly from the expected
proportions of male and female participants (Fig. 2c; χ2

5 =
6.0, p = 0.3). The Opioid and Dual-Use clusters were slightly
older than the Sporadic and Dropout clusters, and the Dual-
Use cluster was also slightly older than the Negative cluster
(Fig. 2d; F5, 324 = 6.1, p < 0.0001; reffect range = 0.15 to 0.22).
During the 30 days prior to enrolling in the study (as self-
reported retrospectively in their ASI interviews), the
Dropout participants had more emotional problems than the
Opioid and Negative clusters (Fig. 2e; F5, 323 = 3.05, p = 0.01;
reffect range = 0.15 to 0.18) and more days with recent drug-
related problems compared to the Negative cluster (Fig. 2f; F5,

323 = 2.28, p = 0.046; reffect = 0.16).
With regard to lifetime history of drug use, the Dual-Use

cluster had more years of heroin use than all other clusters
except the Opioid cluster, and the Opioid cluster had more
years of heroin use than the Dropout cluster (Fig. 2g; F5, 324

= 8.7, p < 0.0001; reffect range = 0.16 to 0.26). The Dual-Use
cluster had more years of cocaine use than the Negative,
Opioid, and Dropout clusters (Fig. 2h; F5, 323 = 5.4, p <
0.0001; reffect range = 0.19 to .22), and the Dual-Use cluster
also had more years of polydrug use (i.e., using more than one
drug at a time) than the Negative and Dropout clusters (Fig. 2i;
F5, 316 = 3.6, p = 0.003; reffect range = 0.2 to 0.22). During the
30 days prior to enrolling in the study (i.e., based on retro-
spective self-report in the ASI), the Negative cluster already
had lower rates of heroin use compared to all other clusters
except the Cocaine cluster (Fig. 2j; F5, 324 = 5.8, p < 0.0001;
reffect range = 0.18 to 0.24) and lower rates of polydrug use
than all other clusters (Fig. 2l; F5, 323 = 6.3, p < 0.0001; reffect
range = 0.17 to 0.22); also, the Dual-Use, Cocaine, and
Sporadic clusters already had more cocaine use than the
Negative, Dropout, and Opioid clusters (Fig. 2k; F5, 324 =
16.6, p < 0.0001; reffect range = 0.16 to 0.26).
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Fig. 1 Heatmap depicting the sequence of urinalysis results. Each row
represents the results from one participant. Each cell represents the result
of a single sample, which could be negative for opioids and cocaine
(“Neg”), positive for opioids (“Opi”), positive for cocaine (“Coc”), or
positive for both (“Both,” i.e., dual use). White cells represent missing
data. The first five clusters were identified by hierarchical clustering
analysis and named according to the pattern of urinalysis results.

“Dropout” refers to the participants who provided less than 80% of
scheduled samples. The three study arms are shown in separate
columns: standard methadone or buprenorphine treatment (MTD_
BUP), office-based buprenorphine (OBOT), and receiving treatment
elsewhere in the community (TE). Within each arm of the study, the
order of participants within each cluster (except Dropout) was
determined by the hierarchical clustering algorithm
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Mood, stress, cue exposure, and craving in randomly
prompted EMA

In all clusters, stress and craving were most often reported to
be at the lowest level ("1, not at all"). In fact, “not at all” was
always reported as the current level of craving by 26 partici-
pants (8.4%) and the current level of stress by 11 participants
(3.6%); among these 37 participants, 4 always reported “not at
all” for both stress and craving. Among those who never re-
ported craving, most (69.3%) were in the Negative cluster,
which had a higher within-cluster percentage of non-cravers
(19.3%) than did any other cluster (χ2

3 = 21.0, p = 0.0001,
with p values < 0.004 for all paired comparisons between the
Negative cluster and the Sporadic cluster, the Dropout cluster,
or the combined High-Use clusters). The number of partici-
pants who never reported stress was too small to formally

compare across clusters, but all were in the High-Use or
Negative clusters.

For stress and for craving, there were progressively fewer
endorsements at each level of the Likert scale from 1 through
5. The highest levels, 4 ("a lot") and 5 ("extreme"), were
endorsed a substantial number of times for stress, but were
rarely endorsed for craving. Averaging over time within the
study, ANOVA indicated that the High-Use clusters reported
significantly more craving (Fig. 3a; F2, 221 = 6.0, p = 0.003;
reffect = 0.19), marginally more exposure to drug-related cues
(Fig. 3a; F2, 221 = 2.67, p = 0.07; reffect = 0.11), and signifi-
cantly less experience of positive mood (Fig. 3a; F2, 221 =
4.56, p = 0.01; reffect = 0.16), but they did not differ with
respect to stress or negative mood (Fig. 3a). The clusters also
differed significantly or marginally in the stability of all of
these measures except negative mood (Fig. 3b; craving—F2,

a b c d e f
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Fig. 2 Demographics, self-reported psychosocial measures, and self-
reported history of drug use prior to the study. a Proportion of
participants receiving methadone, as opposed to buprenorphine. b
Proportion of African-American participants. c Proportion of female
participants. d Mean age. e Mean number of recent days in which
psychological/emotional problems were experienced. f Mean number of
recent days in which drug-related problems were experienced. g Mean
years of heroin use. h Mean years of cocaine use. i Mean years of
polydrug use. j Recent heroin use. k Recent cocaine use. l Recent
polydrug use. “Recent” refers to the 30-day period before the study.
Error bars indicate SEM. For categorical variables (panels a–c), dotted
lines represent the proportion in the overall unclustered sample, and an
asterisk (*) or numeric p value indicates a cluster proportion that differed
significantly (p < 0.05) or marginally from the overall proportion. For

numeric variables (panels d–l), * or a numeric p value indicates a mean
that differed significantly (p < 0.05) or marginally from another mean or
means in the same panel, as follows. In panel (d), the Dual cluster was
older than the Dropout, Negative, and Sporadic clusters, and the Opioid
cluster was older than the Dropout and Sporadic clusters. In panel (e), the
Negative cluster differed from the Dropout cluster and the Opioid Cluster.
In panel (f), the Negative cluster differed marginally from the Dropout
cluster. In panel (g), Dual vs. each other cluster except Opioid, andOpioid
vs. Negative. In panel (h), Dual vs. each other cluster. In panel (i), Dual
vs. Negative and Dropout. In panel (j), Negative vs. each other cluster
except Cocaine. In panel (k), the Dual, Cocaine, and Sporadic clusters vs.
each of the other three clusters (i.e., Negative, Dropout, Opioid). In panel
(l), Negative vs. each other cluster
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219 = 12.9, p < 0.0001, reffect = 0.56; stress—F2, 219 = 2.7, p =
0.06, reffect = 0.24; cue exposure—F2, 219 = 11.0, p = < 0.0001,
reffect range = 0.14 to 0.51; positive mood—F2, 219 = 3.0, p =
0.05, reffect = 0.11); in short, the Negative cluster had the
lowest, most stable levels of craving, stress, and cue exposure,
and the High-Use clusters had the lowest, most stable levels of
positive mood.

Triggers and immediate emotional effects of drug use

In participant-initiated reports of drug use, the High-Use clus-
ters reported marginally more enjoyment from the use than the
Negative cluster did (Fig. 3c; F2, 175 = 2.8, p = 0.06; reffect =
0.17), but the clusters did not differ in their ratings of how
guilty they felt afterwards. In all clusters, participants attribut-
ed about 20% of drug-use events to stress, but the Sporadic
cluster attributed few drug-use events to cue exposure (Fig.
3c). There were clear differences between the clusters in the
proportion of drug-use events that were attributed to being
asked to use by someone else (Fig. 3c; F14, 175 = 6.4,
p = 0.002; reffect range = 0.24 to 0.37), with the
Sporadic cluster endorsing this trigger more than the
other clusters, the Negative cluster endorsing it rarely,
and the High-Use clusters endorsing it at a level inter-
mediate to the Sporadic and Negative clusters. The oth-
er potential triggers of use did not differ between clus-
ters; collapsing across clusters, the proportions ± SEM
in descending order were wanting to feel good (0.27 ±
0.33), anger/frustration (0.21 ± 0.28), boredom (0.18 ±
0.06), routine (0.13 ± 0.26), feeling sick (0.11 ± 0.24),
anxiety/fear (0.1 ± 0.21), being asked to “cop” for
someone else (0.09 ± 0.18), and “wanting to see what
would happen if I used just a little” (i.e., testing self-
control) (0.05 ± 0.14).

Coping strategies

Strategies for coping with stress differed as a function of clus-
ter (Fig. 3d; strategy—F14, 209 = 126.8, p < 0.001; cluster ×
strategy interaction—F70, 209 = 1.6, p = 0.005), and paired
comparisons revealed between-cluster differences in 4 of the
15 types of strategies (reffect range = 0.25 to 0.41). Most inter-
estingly, compared to the other clusters, the Negative cluster
showed less endorsement of substance use as a strategy for
coping with stress. The High-Use clusters had slightly lower
endorsement of disengagement and humor as coping strategies,
and the Sporadic cluster had low endorsement of religion-based
coping. Although it might be expected that implementing mul-
tiple strategies would be more effective for coping with stress
and would thereby decrease the frequency of drug use, the
average for all strategies combined did not differ across clusters
(Fig. 3d).

Craving prior to drug use

The High-Use and Negative clusters showed increased inci-
dence of craving as a drug-use event approached, but the
Sporadic cluster did not (Fig. 4a). For the multilevel logistic
regression, time was expressed as hours until use, with use
occurring at 0; thus, increased craving prior to use would be
indicated by an odds ratio less than 1, with values farther away
from 1 indicating a stronger effect. This analysis indicated that
craving during the 24-h period prior to use was associated
with time and cluster (time until use—χ2

1 = 33.6, p < 0.001;
cluster—χ2

2 = 7.4, p = 0.025; time × cluster interaction—χ2
1

= 7.0, p = 0.03). ORs from this analysis, with High-Use as the
reference, indicate that (1) craving was not present in most
reports, as indicated by a low OR for the intercept (with the
95% CI in brackets, OR = 0.22 [0.11, 0.4]); (2) craving was
increasingly likely as the use event approached, as indicated
by the OR for time until use being less than one (OR = 0.96
[0.94, 0.97]); and (3) craving increased more steeply over time
in the Negative cluster, as indicated by this cluster’s OR for
the interaction of cluster with time until use being less than
one (OR = 0.88 [0.79, 0.97]).

Stress–craving reactivity

The time-varying effect models (TVEM, Fig. 5) describe how
the stress–craving relationship changed depending on the
amount of time elapsed since the stress level was measured.
In these models, statistically significant differences (p < 0.05)
between clusters can be conservatively assessed by whether
confidence bands are non-overlapping at a particular time lag.
The intercept curves (Fig. 5a) indicate the mean craving level
when the stress level in the previous report had been minimal
(“Not at all”); these show that the Negative cluster generally
had low basal levels of craving, with most of the curve lower
than the High-Use and Sporadic clusters. The increase in basal
craving level at longer lags in the Sporadic cluster suggests
increased craving later in the day since long lags could not
occur early in the participant’s waking hours. Most interest-
ingly, the slope functions (Fig. 5b) depict the strength of the
stress–craving relationship as a function of lag time between
assessments, with the high but descending part of the curve for
the High-Use clusters showing significantly stronger reactiv-
ity to stress than the other clusters for about 90 min after stress
was assessed. The Sporadic and Negative clusters were also
reactive to stress, as indicated by non-zero slopes across the
whole curve, but there was no substantial change in the
strength of association across lag time that would have indi-
cated more recent stress had a stronger effect on craving.

Model-fitted levels of craving (Fig. 5c) show increased
craving in all clusters as a function of the prior stress level,
but with clear differences in the High-Use clusters compared
to the Sporadic and Negative clusters. Following a stress level
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of “Not at all” in the previous report, the Negative cluster
generally had lower craving than the Sporadic and High-Use
clusters. At successively higher levels of stress, from "A little”
through “Extreme,” the High Use cluster exhibited increasing-
ly higher spikes in craving, which gradually decreased over

about a 90-min period; after this period, craving in the High-
Use clusters was statistically similar to craving in the other
clusters. These results help to pinpoint a key time window for
risk (90 min after more than minimal stress is reported) for a
particular group of individuals (High Use).

b

dc

a

Fig. 3 Ecological momentary assessment (EMA) and coping style results
by cluster, with the opioid, cocaine, and dual clusters combined (“High
Use”). a Levels of craving, stress, cue exposure, positive mood, and
negative mood averaged over the course of the study, as reported in
randomly prompted EMA entries. b Within-person instability (i.e., root
mean square of successive deviations, rMSSD) for the same variables
shown in first panel, with higher values indicating more instability. c
EMA ratings from participant-initiated reports of drug events, including
feelings of guilt and enjoyment associated with the use event, and the

proportion of reports in which the use event was precipitated by stress,
cues, or being asked to use drugs (not mutually exclusive). d Coping
strategies endorsed prior to the study. Except for the combination of all
strategies (far right), only individual strategies that differed significantly
between clusters are shown in the figure. All variables are shown as mean
(± SEM). * indicates a significant difference vs. the Negative cluster (p <
0.05). # indicates a significant difference vs. the Sporadic cluster. “B”
indicates a significant difference vs. both other clusters
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Discussion

Identification of natural groups

The hierarchical clustering procedure identified five distinct
patterns of opioid and cocaine use during treatment withmeth-
adone or buprenorphine. Earlier (Panlilio et al. 2020), when
we applied cluster analysis to sequences of drug test results
from three randomized clinical trials of contingency manage-
ment, we identified Opioid, Cocaine, Both, and Negative clus-
ters, but not a sporadic-use cluster. The fact that a sporadic
pattern was more prominent in the present natural-history
study than in the randomized trials could be due to differences
in the sample populations since by design the randomized
trials only included participants who used both opioids and
cocaine frequently prior to intervention; it could also be due to
differences in how the clustering was conducted. Specifically,
the present clustering procedure was applied to sequences of
individual test results, but the earlier procedure was applied to
test results aggregated by week. Thus, more subtle differences
in pattern (e.g., sporadic use) were detected at a finer-grained
level of analysis.

In the earlier report (Panlilio et al. 2020), we showed dif-
ferences between use clusters with respect to other kinds of
outcome measures, indicating that lower-use patterns were
associated with reduced symptoms of substance-use disorder,
including craving. In the present study, participants with a
sporadic pattern did not experience increased craving prior
to a use event, and they did not exhibit the strong stress–
craving reactivity seen in participants who used more fre-
quently. These findings illustrate how (compared to a high-

use pattern) a sporadic use pattern, detected at a relatively
coarse temporal level by urine testing, may reflect differences
in momentary responses (e.g., less reactivity to stress, but
perhaps more reactivity to some other kind of event).
Identifying such differences could potentially be used to per-
sonalize clinical approaches to managing drug use.

There are various procedures that can be used to identify
patterns of drug use, and it is reassuring when different
methods produce results that are in agreement; for example,
when we compared hierarchical clustering withK-means clus-
tering, we found that there was strong agreement between
these methods (Panlilio et al. 2020). When Roos et al.
(2019) performed latent class analysis of cocaine use over an
8-week period of treatment, they identified a high-use cluster
and a low-use cluster (using about 1.5 times per week) in
addition to an a priori abstinent cluster; these roughly corre-
spond to our Cocaine, Sporadic, and Negative clusters, respec-
tively. In most previous studies of substance use where hier-
archical clustering was applied to drug-use data, the cluster
procedure was applied to combined measures of drug use,
symptom severity, and other psychosocial variables
(Beitchman et al. 2009; Ding et al. 2018; Edwards et al.
2010; Magallon-Neri et al. 2012; Vida et al. 2009). To pro-
duce a more general measure that could facilitate comparisons
between studies, we took a different approach by restricting
our cluster analysis to only the sequence of drug-test results.
Two previous studies took a hierarchical clustering approach
similar to ours, but on a different timescale, with less frequent
but more prolonged drug testing: about three times per month
for up to 36months (Magura et al. 1998) or every 3months for
24 months (Dobler-Mikola et al. 2005). Dobler-Mikola et al.

Fig. 4 Craving levels during the
hours prior to drug-use events in
the High-Use, Sporadic, and
Negative clusters during time
periods that preceded a use event
that occurred after at least 24 h of
non-use. Each point indicates the
mean (± SEM) proportion of
EMA reports in which craving
occurred, with craving treated as a
binary outcome and the
proportion of positive reports
calculated within each participant
over the 12 consecutive 2-h
periods prior to use. Lines depict
linear regression of the points in
each panel, to visualize the data
used in the logistic regression
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(2005) analyzed heroin, cocaine, and alcohol separately; for
each drug, they selected a three-cluster solution they described
as non-use, occasional use, and daily use, which correspond to
our Negative, Sporadic, and High-Use clusters. Magura et al.
(1998) identified clusters based on patterns of heroin and co-
caine use in methadone-treated participants, but did so based
on the proportion of drug-positive tests, with data collapsed
into 3-month bins. Looking only at the first 3-month bin, they

identified four clusters, which correspond to our Negative,
Opioid, Cocaine, and Dual-Use clusters. When drug tests
from all 36 months were analyzed, three other clusters ap-
peared, including one with “fluctuating patterns of heroin
and cocaine use” (i.e., with intermediate levels of use during
the first 3 months) that loosely corresponds to our Sporadic
cluster, plus two that involved shifting over time from cocaine
use to heroin use or from heroin use to cocaine use. The latter

Fig. 5 Results from time-varying effects models (TVEM) of the time-
lagged effects of stress on craving in the High-Use, Sporadic, and
Negative clusters. The regression coefficients model the current craving
level as a function of the stress level in the previous report, with the
coefficients allowed to vary depending on the amount of time since the
previous report. a The intercept coefficient represents the mean craving
level following a report in which the stress level had been reported to be
minimal (i.e., “Not at all”). b The slope coefficient represents the

association between the previous stress level and the current craving
level, with larger slope values indicating higher stress–craving
reactivity. c Model-derived estimates of craving levels as a function of
the stress level in the previous report and the amount of time passed since
the previous report. In all panels, zero is indicated on the time axis for
reference purposes (indicating the time that stress was assessed), but none
of the data represent a lag of zero. Shaded regions indicate 95%
confidence bands
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clusters confirm that this technique can detect patterns of in-
creasing or decreasing use, even though such patterns were
not common in the present study and therefore were not a
distinguishing feature of any of our clusters.

Characteristics of the clusters

Analysis of cluster characteristics revealed informative differ-
ences between the clusters with regard to (1) baseline demo-
graphics, including age and race; (2) average levels of positive
mood, stress, and craving in EMA reports; and (3) dynamics
of stress and craving (i.e., changes in craving prior to drug use,
and the momentary relationship between stress and craving).
Some of these characteristics could potentially be useful for
early identification of patients who would benefit from treat-
ment of stress-related symptoms (Kowalczyk et al. 2017) or
for ongoing detection of increases in the likelihood of lapse
based on real-time monitoring of EMA data (Marsch 2020;
Scott et al. 2018).

Treatment with the full opioid agonist methadone was as-
sociated with being in the Cocaine cluster, and treatment with
the partial opioid agonist buprenorphine was associated with
being in the Opioid cluster. The Dual-Use cluster was evenly
split between methadone and buprenorphine recipients.
Methadone and buprenorphine can decrease cocaine use in
some patients, for example, in those who use cocaine less
frequently at baseline (Roux et al. 2016), but methadone has
been associated with relatively high levels of cocaine use in
several previous studies (Gastberger et al. 2019; Giacomuzzi
et al. 2003; Montoya et al. 2004; Schottenfeld et al. 1993,
1997; Silverman et al. 1998). Stine and Kosten (1994) sug-
gested that cocaine might increase opioid withdrawal symp-
toms in people receiving buprenorphine. Methadone can en-
hance the subjective effects of cocaine (Preston et al. 1996),
and buprenorphine might also have this effect, to a lesser
extent (Strain et al. 2010). In rhesus monkeys, intravenous
cocaine self-administration was decreased by buprenorphine
(Mello et al. 1993) but was either enhanced (Wang et al.
2001) or not affected (Negus and Mello 2004) by methadone.
Thus, there is evidence that methadone is more compatible
with cocaine use (i.e., making cocaine more rewarding or less
aversive), and this might contribute to the association between
methadone treatment and the Cocaine cluster. In the present
study, participants were recruited if they were seeking treat-
ment for opioid use disorder, regardless of whether they en-
gaged in cocaine use. Since the pharmacotherapy (methadone
vs. buprenorphine) was not randomly assigned, a causal direc-
tion cannot be ascribed to the associations betweenmedication
type and drug-use clusters in the present study. Thus, it is
possible that methadone is more compatible with cocaine
use, and it is also possible that participants who used cocaine
are more likely to initiate and/or maintain treatment with
methadone. Our findings are also consistent with evidence

that buprenorphine can lower cocaine use in those with current
or previous opioid use disorder (Ling et al. 2016).

The finding that African Americans were overrepresented
in the Dual-Use and Cocaine clusters is consistent with earlier
findings (Hartel et al. 1995), but it does not support a simple
conclusion that every African American being treated for opi-
oid use disorder is more likely to use cocaine during treatment
or to have worse overall outcomes (in fact, African
Americans were underrepresented in the Dropout cluster,
i.e., disproportionately likely to stay in treatment). As with
most findings of a difference by race (or sex), these findings
may be informative at the population level, but probably
should not be taken as starting points toward precision medi-
cine. This is not simply because they are imperfect predictors
at the level of individual patients, but because they carry cul-
tural weight, with accompanying risk of ecological-fallacy-
related harm. The prognostic use of racial categories is already
being reconsidered in other biomedical contexts where it was,
until very recently, considered useful (Norris et al. 2021).

On average, participants in the Dual-Use cluster were older
and had longer histories of heroin, cocaine, and polydrug use.
Recent psychological/emotional problems were identified as
contributing to dropout in the present analysis and also in an
earlier analysis (Panlilio et al. 2019) of data from the present
study, but without the Treatment Elsewhere arm and with
dropping out being defined based on information beyond the
amount of missing data. People in most of the clusters in the
present analysis reported drug-related problems on about 2 out
of 3 days during the month prior to starting the study, but there
were slightly fewer drug-related problems in the Negative
cluster, which also reported substantially less drug use during
the same time period. Thus, to some extent, participants' pat-
terns of use during the study may have been related to patterns
existing prior to the study, consistent with previous findings
that baseline severity of symptoms predicts outcomes for men-
tal health problems in general (Friedman et al. 2012; Kennard
et al. 2018), and that baseline frequency of use in particular
predicts treatment outcome for substance use disorders
(Adamson et al. 2009; Ahmadi et al. 2006; Laffaye et al.
2008; Preston et al. 1998; Roos et al. 2019).

Stress, craving, and other influences

Craving is important as an unpleasant symptom (FDA 2018;
Tiffany andWray 2012) and also as a potential trigger of drug
use. Laboratory studies show that stress can induce craving
(Fox et al. 2008; Jobes et al. 2011; Sinha 2009; Sinha et al.
2003), and EMA studies show that stress and craving are
correlated when assessed within the same EMA report
(Moran et al. 2018; Neupert et al. 2017; Preston and Epstein
2011; Preston et al. 2017, 2018b). However, the evidence for a
temporal order of effects (e.g., stress followed by craving
followed by use) has been less clear (Fronk et al. 2020;
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Preston and Epstein 2011; Preston et al. 2009, 2018a). The
present results suggest that this lack of clarity could be at least
partly due to the stress/craving/use relationship being ob-
scured by individual differences in whole populations, and
that it can be revealed within clusters of people who share
similar patterns of drug use.

When they entered the study, participants in the Negative
cluster reported less self-identification with statements de-
scribing the use of drugs to cope with stress, and during the
study they reported lower levels of craving. However, despite
their differences in the frequency of use, the High-Use,
Sporadic, and Negative clusters all attributed about 20% of
their drug-use events to stress when they were asked which
reasons triggered specific drug-use events during the study.
Averaged over the course of the study, all clusters reported
about the same amount of stress, but the High-Use clusters
reported more craving, more cue exposure, more enjoyment
from drug taking, and less experience of positive mood com-
pared to the Negative cluster. Most importantly with respect to
the goal of understanding the effects of stress on craving, the
High-Use clusters showed strong reactivity to stress, in the
form of sharply higher levels of craving during the 90 min
after they experienced moderate to extreme stress. The
Sporadic and Negative clusters also experienced increases in
craving after they were stressed, but not the sharp, time-
sensitive increases seen in the High-Use clusters.

Perhaps the most striking finding regarding the Sporadic
cluster is that they were more likely than the others to attribute
drug-use events to being asked to use by someone else. This
trigger was also reported occasionally in the High-Use clus-
ters, but rarely in the Negative cluster. It is not clear if partic-
ipants in the Negative cluster were asked to use less frequently
or if they were less responsive to being asked, but this finding
suggests that understanding more about how social interac-
tions (Pelloux et al. 2019) and social networks (Latkin et al.
1999; Linton et al. 2016) can deter or facilitate drug use might
be especially important in those who use sporadically.

There are several potential limitations or drawbacks of the
study and analysis. The present analyses are consistent with
the aims the study was designed to achieve, but they were not
formally planned and should therefore be considered explor-
atory. Sampling of participants and assignment of medication
(buprenorphine vs. methadone) were not random. However,
the sample was broadly representative of people with opioid-
use disorder in the Baltimore area, and the selection of med-
ication was naturalistic in that people who have a preference
for a specific medication generally seek a treatment program
that offers the medication they want. The EMA and question-
naire data consist of self-report, which can potentially be un-
reliable but still offers the best window into people’s personal
experiences. The EMA procedure and drug testing schedule
were demanding, so the results might not apply to people who
would not join or complete this kind of study. Although we

focused on craving in the present study, about 8% of partici-
pants reported no craving during the study, and our clinical
experience indicates that certain people with opioid or cocaine
use disorders explicitly state that they never experience crav-
ing. It is unclear whether the small to medium-sized effects
reported here would be useful for prognostic or treatment-
tailoring purposes.

Despite these limitations, we believe that our findings pro-
vide valid and useful insights into behavioral processes that
are not easily accessible by any other method. The cluster-
based findings described here extend our previous reports that
showed relationships between stress, craving, and drug use in
the sample as a whole (Furnari et al. 2015; Preston et al. 2017,
2018a, b); the present results clarify that these relationships
differ between certain subgroups of patients who share specif-
ic patterns of drug use. We believe the results presented here
and in our earlier paper (Panlilio et al. 2020) demonstrate the
utility of cluster analysis for achieving two central aims of
addiction research: obtaining a qualitative measure of treat-
ment success and identifying prototypical patterns of behav-
ior. This approach is especially useful when combined with
intensive longitudinal measures, but we suggest that it would
be a valuable tool in any analysis that involves sequences of
drug use.
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